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#### Abstract

In this paper, we have used generalized differential transform method in obtaining a general recurrence relation for determining the solutions of time fractional diffusion equation with external force and absorbent term. Diffusion equations play an improtant part in energy transfer problems. Inclusion of fractional derivatives bring the non-locality aspect into the physical system containing this equation. The obtained relation will help us to solve such equations with various external forces and initial conditions. Three illustrative examples have been discussed.
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## 1 Introduction

In recent years fractional calculus has been of tremendous use in applied mathematical and engineering problems. Oldham and Spanier [1] was the first to introduce the subject in book level. Later on Miller and Ross [2], Podlubny [3] was instrumental in developing the subject in solving fractional differential equations. Fractional differential equations, mainly diffusion equations were rigorously studied in the nineties [4]-[6]. In the present paper we focus our attention in considering and finding solutions of the following time fractional diffusion equation

$$
\begin{array}{r}
\frac{\partial^{\beta} u(x, t)}{\partial t^{\beta}}=M \frac{\partial^{2} u(x, t)}{\partial x^{2}}-\frac{\partial}{\partial x}(F(x) u(x, t)) \\
-\int_{0}^{t} \lambda(t-\xi) \frac{\partial u(x, t)}{\partial x} d \xi \tag{1}
\end{array}
$$

where $0<\beta \leq 1, M, x, t>0$, with the initial condition

$$
\begin{equation*}
u(x, 0)=f(x) \tag{2}
\end{equation*}
$$

Here $M$ is the diffusion coefficient, $F(x)$ is the external force, $(t)$ is the time dependent absorbent term which may be related to a reaction diffusion process. Throughout this paper the unknown function $u(x, t)$ is considered to be a causal function of space and time respectively.

There are several analytical methods present for solving diffusion-wave equations of fractional
order. Most of these methods are applied in solving time-fractional diffusion equations in presence of external force only. Recently Das has used the variational iteration method (VIM) to find the solution of a time-fractional diffusion equation of order $\beta=\frac{1}{2}$ in [7]. Saha Ray and Bera have used the Adomain decomposition method (ADM) for the same equation in [8]. Das further studied the solutions of time-fractional diffusion equations for arbitrary order $\beta(0<\beta \leq 1$ in [9] and used homotopy perturbation method (HPM) for solving time-fractional diffusion equation with external force and absorbent term in [10].

In this paper the Generalized Differential Transform Method (GDTM) is used to solve the fractional diffusion equation problem in presence of a linear external force and an absorbent term. Using the initial condition, the approximate analytical expressions of $u(x, t)$ for different Brownian motions are obtained. The concept of the differential transform method (DTM) was first proposed by Zhou in [11] while solving some linear and nonlinear electrical circuit problems. The generalized two-dimensional differential transform method was first proposed by Momani et. al. in [12]. The main objective of this paper is to give a general recurrence relation for obtaining the solutions of Eq. (1) with the GDTM. This the first study that this type of problem is solved by GDTM for not only a given external force but also for a time
dependent absorbent term. We shall show with examples, the effect of the reaction term in Eq. (1) with or without the presence of the linear external force.

## 2 Mathematical preliminaries

There are several versions of fractional derivative of order $\alpha>0$. The two most widely used versions are the Riemann-Liouville and Caputo, where both the definitions use Riemann-Liouville fractional integral and derivatives of whole order. Since in this paper we have to deal with partial derivatives, the definitions need to be presented in the partial differential sense.

Consider a function of two-variables $u(x, y)$. The Riemann-Liouville fractional partial integration of order $\nu$ with respect to $x$ is defined as

$$
\begin{equation*}
D_{x}^{-\nu} u(x, y)=\frac{1}{\Gamma(\nu)} \int_{0}^{x}(x-\xi)^{\nu-1} u(\xi, y) \partial \xi \tag{3}
\end{equation*}
$$

where $x>0$ and $<\nu \leq 1$, and the Riemann-Liouville fractional partial derivative of order $\alpha$ with respect to $x$ is defined as

$$
\begin{equation*}
D_{x}^{\alpha} u(x, y)=\frac{\partial^{m}}{\partial x^{m}} D_{x}^{-(m-\alpha)} u(x, y) \tag{4}
\end{equation*}
$$

where $x>0,<\alpha \leq 1$ and $m$ is a positive integer such that $m-1<\alpha \leq m$.
The Caputo fractional partial derivative of order $\alpha$ with respect to $x$ is defined as

$$
\begin{equation*}
D_{x}^{\alpha} u(x, y)=D_{x}^{-(m-\alpha)} \frac{\partial^{m}}{\partial x^{m}} u(x, y) \tag{5}
\end{equation*}
$$

where $x>0,<\alpha \leq 1$ and $m$ is a positive integer such that $m-1<\alpha \leq m$.

The basic difference between the definitions is that in Caputo's definition we first compute the derivative followed by an integral whereas in RiemannLiouville's definition the computation is reversed. Therefore, in an initial value problem the Caputo fractional derivative operator permits the initial conditions in terms of integer ordered derivatives, but the Riemann-Liouville fractional derivative operator permits the initial conditions in terms of fractional integrals and their derivatives. In case of homogeneous initial condition, these two operators coincide. Throughout this paper, as per our requirement in the problem we shall consider the space and time fractional partial derivatives of the causal function $u(x, t)$ in Caputo sense.

## 3 Generalized two-dimensional differential transform method

Let us consider an analytic function of two variables $u(x, y)$ and suppose that it can be represented as a product of two continuous single variable functions. The function $u(x, y)$ is presented in terms of a twodimensional infinite power series expansion

$$
\begin{equation*}
u(x, y)=\sum_{k=0}^{\infty} \sum_{h=0}^{\infty} U_{\alpha, \beta}(k, h)\left(x-x_{0}\right)^{k \alpha}\left(y-y_{0}\right)^{h \beta} \tag{6}
\end{equation*}
$$

where $0<\alpha, \beta \leq 1$ and $U_{\alpha, \beta}(k, h)$ is the generalized differential transform (GDT) of $u(x, y)$ also called the spectrum of $u(x, y)$. It is defined as follows:
$U_{\alpha, \beta}(k, h)=$
$\frac{1}{\Gamma(\alpha k+1) \Gamma(\beta h+1)}\left[\left(D_{x}^{\alpha}\right)^{k}\left(D_{y}^{\beta}\right)^{h} u(x, y)\right]_{\left(x_{0}, y_{0}\right)}$
where $\left(D_{x}^{\alpha}\right)^{k}=D_{x}^{\alpha} D_{x}^{\alpha} . . D_{x}^{\alpha}(k-$ times $)$.
In usual notation of a function the lower case $u(x, y)$ will represent the original function while the uppercase $U_{\alpha, \beta}(k, h)$ will denote the transformed function. Some useful results of the generalized two-dimensional differential transform method are listed below.

Result 1. If $u(x, y)=v(x, y) \pm w(x, y)$, then $U_{\alpha, \beta}(k, h)=V_{\alpha, \beta}(k, h) \pm W_{\alpha, \beta}(k, h)$.

Result 2. If $u(x, y)=c v(x, y)$, then $U_{\alpha, \beta}(k, h)=c V_{\alpha, \beta}(k, h)$, where $c$ is any constant.

Result 3. If $u(x, y)=v(x, y) w(x, y)$, then $U_{\alpha, \beta}(k, h)=\sum_{r=0}^{k} \sum_{s=0}^{h} V_{\alpha, \beta}(r, h-s) W_{\alpha, \beta}(k-$ $r, s)$.

Result 4. If $u(x, y)=(x-a)^{n \alpha}(y-b)^{m \beta}$, then $U_{\alpha, \beta}(k, h)=\delta(k-n) \delta(h-m)$, where $\delta$ represents the Dirac-delta function.

Result 5. If $f(x)=x^{\lambda} h(x)$, where $\lambda+1>0$ and $h(x)$ has the generalized Taylor's series expansion $h(X)=\sum_{n=0}^{\infty} a_{n}(x-a)^{n \alpha}$ with radius of convergence $R>0,0<\alpha \leq 1$. Then

$$
{ }_{a} D_{x a}^{\gamma} D_{x}^{\beta} f(x)={ }_{a} D_{x}^{\gamma+\beta} f(x)
$$

For all $x \in(0, R)$ if:
(a) $\beta<\lambda+1$ and $\alpha$ arbitrary
or
(b) $\beta \geq \lambda+1, \gamma$ arbitrary, and $a_{k}=0$ for $k=0,1, . . m-1$, where $m-1<\beta \leq m$.

Result 6. If $u(x, y)=f(x) g(y)$ and $f(x)$ satisfies the conditions imposed in Theorem 5, then

$$
\begin{array}{r}
U_{\alpha, \beta}(k, h)= \\
\frac{1}{\Gamma(\alpha k+1) \Gamma(\beta h+1)}\left[\left(D_{x}^{\alpha k}\right)\left(D_{y}^{\beta h}\right) u(x, y)\right]_{\left(x_{0}, y_{0}\right)}
\end{array}
$$

Result 7(i). If $u(x, y) D_{x}^{\gamma} v(x, y), m-1<\gamma \leq m$ and $v(x, y)=f(x) g(y)$ where $f(x)$ satisfies the conditions in Theorem 5, then

$$
U_{\alpha, \beta}(k, h)=\frac{\Gamma(\alpha k+\gamma+1)}{\Gamma(\alpha k+1)} V_{\alpha, \beta}\left(k+\frac{\gamma}{\alpha}, h\right)
$$

Result 7(iii). If $u(x, y) D_{y}^{\gamma} v(x, y), m-1<\gamma \leq m$ and $v(x, y)=f(x) g(y)$ where $g(x)$ satisfies the conditions in Theorem 5, then

$$
U_{\alpha, \beta}(k, h)=\frac{\Gamma(\beta h+\gamma+1)}{\Gamma(\beta h+1)} V_{\alpha, \beta}\left(k, h+\frac{\gamma}{\beta}\right)
$$

Result 8. If $u(x, y)=D_{x}^{\gamma} D_{y}^{\mu} v(x, y), m-1<\gamma \leq$ $m, n-1<\mu \leq n$ and $v(x, y)=f(x) g(y)$, where the functions $f(x)$ and $g(y)$ satisfy the conditions in Theorem 5, then

$$
\begin{array}{r}
U_{\alpha, \beta}(k, h)= \\
\frac{\Gamma(\alpha k+\gamma+1) \Gamma(\beta h+\mu+1)}{\Gamma(\alpha k+1) \Gamma(\beta h+1)} V_{\alpha, \beta}\left(k+\frac{\gamma}{\alpha}, h+\frac{\mu}{\beta}\right)
\end{array}
$$

The above results were due to some standard deductions in GDTM. Now, we shall present the proof of two important theorems on GDTM, eventually using them in succeeding examples.

Theorem A1. If $u(x, y)=D_{x}^{-\gamma} D_{y}^{\mu} v(x, y)$, $m-1<\gamma \leq m, n-1<\mu \leq n$ and $v(x, y)=f(x) g(y)$, where the functions $f(x)$ and $g(y)$ satisfy the conditions in Theorem 5, then

$$
\begin{gathered}
U_{\alpha, \beta}(k, h)= \\
\frac{\Gamma(\alpha k+\mu+1) \Gamma(\beta h-\gamma+1)}{\Gamma(\alpha k+1) \Gamma(\beta h+1)} V_{\alpha, \beta}\left(k+\frac{\mu}{\alpha}, h-\frac{\gamma}{\beta}\right)
\end{gathered}
$$

where $k+\frac{\mu}{\alpha} \geq 0, k+\frac{\gamma}{\beta} \geq 0$.
Proof. Using the generalized Taylor's expansion of $f(x), g(y)$ and GDT we obtain,

$$
u(x, y
$$

$$
\begin{aligned}
& =D_{x}^{-\gamma} D_{y}^{\mu} v(x, y) \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} V_{\alpha, \beta}(k, h)(x-a)^{k \alpha}(y-b)^{h \beta} \\
& =\sum_{k=0}^{\infty} \sum_{k=0}^{\infty} D_{x}^{-\gamma} D_{y}^{\mu}\left[V_{\alpha, \beta}(k, h)(x-a)^{k \alpha}(y-b)^{h \beta}\right] \\
& =\sum_{k=0}^{\infty} \sum_{h=0}^{\infty} V_{\alpha, \beta}(k, h)(x-a)^{k \alpha-\mu}(y-b)^{h \beta+\gamma} \\
& =\sum_{k=0}^{\infty} \sum_{h=0}^{\infty}\left[\frac{\Gamma(\alpha k+1) \Gamma(\beta h+1)}{\Gamma(\alpha k-\mu+1) \Gamma(\beta h+\gamma+1)}\right. \\
& \left.\quad \times V_{\alpha, \beta}(k, h)(x-a)^{k \alpha-\mu}(y-b)^{h \beta+\gamma}\right] \\
& =\sum_{k=-\frac{\mu}{\alpha}}^{\infty} \sum_{h=\frac{\gamma}{\beta}}^{\infty} \frac{\Gamma(\alpha k+\mu+1) \Gamma(\beta h-\gamma+1)}{\Gamma(\alpha k+1) \Gamma(\beta h+1)} V_{\alpha, \beta}\left(k+\frac{\mu}{\alpha}, h-\frac{\gamma}{\beta}\right)
\end{aligned}
$$

Hence from the definition of GDT we arrive at the proof.

Theorem A2. If the external force $F(x)$ be expanded in Maclaurin's series, $F(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$ with a radius of convergence $R>0$ and the absorbent term be represented as $\lambda(t)=\frac{\eta t^{\gamma-1}}{\Lambda(\gamma)}, 0<\gamma \leq 1$, $\eta>0$, then the GDT of Eq.(1) is

$$
\begin{array}{r}
U_{1, \beta}(k, h+1)= \\
\frac{\Gamma(\beta h+1)}{\Gamma(\beta h+\beta+1)}(k+1)\left[M(k+2) U_{1, \beta}(k+2, h)\right. \\
-\sum_{r=0}^{k+1} a_{r} U_{1, \beta}(k-r+1, h) \\
\left.-\eta \frac{\Gamma(\beta h-\gamma+1)}{\Gamma(\beta h+1)} U_{1, \beta}\left(k+1, h-\frac{\gamma}{\beta}\right)\right] \tag{8}
\end{array}
$$

Proof. Applying GDT to both sides of Eq.(1) and using Theorem A1 we obtain,

$$
\begin{gathered}
\frac{\Gamma(\beta h+\beta+1)}{\Gamma(\beta h+1)} U_{1, \beta}(k, h+1)= \\
M(k+1)(k+2) U_{1, \beta}(k+2, h) \\
-(k+1) \sum_{r=0}^{k+1} \sum_{s=0}^{h} \sum_{n=0}^{\infty} a_{n} \delta(r-n) \delta(h-s) U_{1, \beta}(k-r+1, s) \\
-\eta(k+1) \frac{\Gamma(\beta h-\gamma+1)}{\Gamma(\beta h+1)} U_{1, \beta}\left(k+1, h-\frac{\gamma}{\beta}\right)
\end{gathered}
$$

Considering the definition of the Dirac- function we obtain the result.

Furthermore, we can easily see that the GDT of 2) i.e. of the initial condition $u(x, 0)=f(x)$ is

$$
\begin{equation*}
U_{1, \beta}(k, 0)=\frac{1}{k!} \frac{d^{k} f}{d x^{k}} \tag{9}
\end{equation*}
$$

## 4 Numerical examples

Example 1. Taking $F(x)=-x, \lambda=0, M=1$, $f(x)=x$ i.e. in presence of only external force, we get the following initial value problem:

$$
\begin{array}{r}
D_{t}^{\beta} u=D_{x}^{2} u+D_{x}^{1}(x u)  \tag{10}\\
u(x, 0)=x
\end{array}
$$

Since $F(x)=-x$, we have $a_{n}=\left\{\begin{array}{cc}-1, & n=1 \\ 0, & n \neq 1\end{array}\right.$ and substituting $f(x)=x$ in Eq.(9), we get

$$
U_{1, \beta}(k, 0)= \begin{cases}1, & k=1 \\ 0, & k \neq 1\end{cases}
$$

Then using the general recurrence relation (8), we get

$$
U_{1, \beta}(k, h)=\left\{\begin{array}{cc}
\frac{2^{h}}{\Gamma(h \beta+1)}, & k=1 \\
0, & k \neq 1
\end{array}\right.
$$

Hence, the solution of (10) is given by

$$
u(x, t)=x E_{\beta}\left(2 t^{\beta}\right)
$$

where $E_{p}=\sum_{i}=0^{\infty} \frac{t^{i}}{\Gamma(p i+1)}, p>0$ is the MittagLeffler function in one parameter.
The same result was been obtained by Das et al. [10]. Also if we consider $\beta=\frac{1}{2}$, the solution is in complete agreement with that obtained by Saha et al. [8] and Das [7].

Example 2. Taking $\beta=\frac{1}{2}, F(x)=-x, \lambda=1$, $M=1, f(x)=x$ i.e. in presence of both linear external force and absorbent term, we get the following initial value problem:

$$
\begin{array}{r}
D_{t}^{\frac{1}{2}} u=D_{x}^{2} u+D_{x}^{1}(x u)-D_{t}^{-1} D_{x}^{1} u  \tag{11}\\
u(x, 0)=x
\end{array}
$$

Since $F(x)=-x$, we have $a_{n}=\left\{\begin{array}{cc}-1, & n=1 \\ 0, & n \neq 1\end{array}\right.$ and substituting $f(x)=x$ in Eq.(9), we get

$$
U_{1, \frac{1}{2}}(k, 0)= \begin{cases}1, & k=1 \\ 0, & k \neq 1\end{cases}
$$

Then using the general recurrence relation (5), we get

$$
U_{1, \frac{1}{2}}(k, h)=\left\{\begin{array}{cc}
\frac{2^{h-2}-1}{\Gamma\left(\frac{h}{2}+1\right)}, & k=0 \\
\frac{2^{h}-1}{\Gamma\left(\frac{h}{2}+1\right)}, & k=1 \\
0, & k \neq 0,1
\end{array}\right.
$$

Hence, the solution of (11) is given by

$$
u(x, t)=x E_{\frac{1}{2}}\left(2 t^{\frac{1}{2}}\right)-t^{\frac{1}{2}} E_{\frac{1}{2}}\left(K t^{\frac{1}{2}}\right)
$$

where $K^{r}=\left(2^{r}-1\right), r \in \mathbb{Z}^{+} \cup\{0\}$.
Example 3. Taking $\beta=\frac{1}{2}, F(x)=0, \lambda=1$, $M=0, f(x)=x$ i.e. in presence only the absorbent term, we get the following initial value problem:

$$
\begin{array}{r}
D_{t}^{\frac{1}{2}} u=D_{t}^{-1} D_{x}^{1} u  \tag{12}\\
u(x, 0)=x
\end{array}
$$

Using similar calculations as the above two examples we get the solution of (12),

$$
u(x, t)=x-t
$$

## 5 Conclusion

In this article we have presented a general recurrence relation for Eq.(1) along with the initial condition (2) using GDTM. The usage of this method is more simple and concise when compared to other existing methods such as ADM, HPM, etc. The effect of the reaction term on time-fractional diffusion equation with or without the presence of external force has been analyzed.
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